CODE-SPECIFIC LEARNING RULES IMPROVE ACTION SELECTION BY POPULATIONS OF SPIKING NEURONS
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Population coding is widely regarded as a key mechanism for achieving reliable behavioral decisions. We previously introduced reinforcement learning for population-based decision making by spiking neurons. Here we generalize population reinforcement learning to spike-based plasticity rules that take account of the postsynaptic neural code. We consider spike/no-spike, spike count and spike latency codes. The multi-valued and continuous-valued features in the postsynaptic code allow for a generalization of binary decision making to multi-valued decision making and continuous-valued action selection. We show that code-specific learning rules speed up learning both for the discrete classification and the continuous regression tasks. The suggested learning rules also speed up with increasing population size as opposed to standard reinforcement learning rules. Continuous action selection is further shown to explain realistic learning speeds in the Morris water maze. Finally, we introduce the concept of action perturbation as opposed to the classical weight- or node-perturbation as an exploration mechanism underlying reinforcement learning. Exploration in the action space greatly increases the speed of learning as compared to exploration in the neuron or weight space.
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1. Introduction

Experimental data show that the sign of synaptic modifications can depend on the timing of pre- and postsynaptic spikes in the range of milliseconds. But when linking synaptic plasticity to learning and behavior as in motor control, the relevant time scale may easily become tens or hundreds of milliseconds. In fact, behaviorally relevant information is often
known to be encoded in neuronal firing rates rather than in precise spike times.\textsuperscript{3,4} This raises the question whether spike-timing-dependent plasticity\textsuperscript{5} is in any case the appropriate means to adequately change synaptic strengths, or whether plasticity should not be governed by different quantities tighter related to the behavioral information.

Here we address this question from a theoretical point of view by considering synaptic plasticity within a spiking neural network\textsuperscript{6} (SNN) designed to incorporate behavioral decisions or actions. Behavioral responses are recognized to be encoded in a population of neurons coding for the same quantity.\textsuperscript{7,8} The postsynaptic responses of the population neurons are aggregated by a decision-making circuit. In contrast to previous work,\textsuperscript{9,10} we consider here a probabilistic read-out stage to facilitate exploration and denote this stochasticity as action perturbation. Yet, while population coding increases the reliability of the behavioral decisions, it has also been shown that reinforcement learning based on standard spike-timing-dependent synaptic plasticity slows down with increasing population size.\textsuperscript{9} To overcome this problem it was suggested that the decision made by the population should be taken into account for modifying individual synapses targeting the population neurons.\textsuperscript{9} This decision-dependent modulation of synaptic plasticity intrinsically incorporates information about the involved neuronal code. We show how to derive different learning rules for population coding which are specific to the code used for decision making. The concept is applied to a spike/no-spikes, a spike count and a latency code. In contrast to existing spike/no-spike, a spike count and a latency code. In

2. Models and Methods

2.1. Population coding and policy gradient

The basic setup in population coding is the following: each neuron $\nu$ in the population of size $N$ receives a presynaptic stimulus $X^\nu$ of duration $T$ and generates a stochastic output spike train $Y^\nu$. For a summary of the notation used throughout the manuscript we would like to refer the reader to Table 1. The neurons need not have exactly the same input, but we assume that the $X^\nu$ are highly correlated. The lack of connectivity between the population neurons avoids issues relating to population spike correlations.\textsuperscript{8} The decision readout circuitry aggregates the output spike trains into a decision $D$ based on how

<table>
<thead>
<tr>
<th>Table 1. Notation used throughout the manuscript.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
</tr>
<tr>
<td>$N$</td>
</tr>
<tr>
<td>$T$</td>
</tr>
<tr>
<td>$X$</td>
</tr>
<tr>
<td>$X^\nu$</td>
</tr>
<tr>
<td>$Y$</td>
</tr>
<tr>
<td>$Y^\nu/Y$</td>
</tr>
<tr>
<td>$W$</td>
</tr>
<tr>
<td>$w^\nu/w$</td>
</tr>
<tr>
<td>$f/f$</td>
</tr>
<tr>
<td>$f^\nu$</td>
</tr>
<tr>
<td>$f^i$</td>
</tr>
<tr>
<td>$A_i$</td>
</tr>
<tr>
<td>$\bar{f}^i$</td>
</tr>
<tr>
<td>$D/D$</td>
</tr>
<tr>
<td>$R$</td>
</tr>
<tr>
<td>$\eta$</td>
</tr>
<tr>
<td>$\text{psp}$</td>
</tr>
<tr>
<td>$u$</td>
</tr>
<tr>
<td>$\phi$</td>
</tr>
<tr>
<td>$\mu_w$</td>
</tr>
<tr>
<td>$\theta$</td>
</tr>
</tbody>
</table>
neurons encode information. Our central assumption is that the decision does not depend on the full output spike trains (list of spike times), but only on their coding features, e.g. the number of spikes (length of the list) or the latency of the first spike (first entry in the sorted list). We present throughout the manuscript how this knowledge about the neural code can be exploited to yield fast learning rules. We adopt a general approach and characterize each spike train by its coding feature \( f^\nu \), which assigns a numerical value to any spike train \( Y^\nu \). To facilitate exploration the decision making is stochastic, which we denote as action perturbation. Depending on the input and the decision the system receives reward. During learning the synaptic weights \( W \) of the population neurons are adjusted in order to maximize the expected reward.

Let \( P_W(Y \mid X) \) be the probability density that a population with weight vectors \( W = (w^1, \ldots, w^N) \) generates the output spike trains \( Y = (Y^1, \ldots, Y^N) \) in response to the stimulus \( X \). Conditioned on the stimulus, the neurons are independent, so we have

\[
P_W(Y \mid X) = \prod_{\nu=1}^N P_{w^\nu}(Y^\nu \mid X). \tag{1}
\]

Let \( P(D \mid f(Y)) \) be the probability of having the population decision \( D \) for a given \( f = (f^1, \ldots, f^N) \), where \( f^\nu \) is the output feature of neuron \( \nu \), which is just a function of \( Y^\nu \). For sake of concise notation we skip the functional dependence and write \( f^\nu \) instead of \( f(Y^\nu) \). We use in the following the notation for discrete \( D \), but actions can be continuous valued too and sums over \( D \) must merely be replaced by integrals. The population decision yields the reward \( R(D, X) \). We want to maximize the expected reward,

\[
\langle R \rangle = \sum_D \int dY dX R(D, X) P(D, Y, X)
\]

\[
= \sum_D \int dY dX R(D, X) P(D \mid f) \times P_W(Y \mid X) P(X), \tag{2}
\]

where we rewrote the joint distribution \( P(D,Y,X) \) using that \( D \) only depends on the features \( f \) and not the full spike trains \( Y \) and its conditional independence of \( X \) given \( f \). We calculate the gradient \( \nabla_\nu \langle R \rangle \) with respect to the weight vector \( w^\nu \) of neuron \( \nu \), i.e. the vector of partial derivatives with respect to all afferent weights of neuron \( \nu \).

In policy gradient learning\(^{14}\) one estimates the gradient by Monte Carlo sampling. Since one also samples over the stimuli, it suffices to focus on a single stimulus, suppressing the dependence on \( X \). With this notation the straightforward approach is to sample the gradient, the components of which can be expressed using (1),

\[
\nabla_\nu \langle R \rangle = \sum_D R \int dY P(D \mid f) P_W(Y) \nabla_\nu \ln P_{w^\nu}(Y^\nu) = \langle R \nabla_\nu \ln P_{w^\nu}(Y^\nu) \rangle, \tag{3}
\]

where we used the identity \( \nabla_\nu P_{w^\nu}(Y^\nu) = P_{w^\nu}(Y^\nu) \times \nabla_\nu \ln P_{w^\nu}(Y^\nu) \), which is often referred to as the ‘log-trick’. This yields the standard learning rule\(^{15,16}\)

\[
\Delta w^\nu = \eta R \nabla_\nu \ln P_{w^\nu}(Y^\nu) \tag{4}
\]

with some positive learning rate \( \eta \). The average weight change is in the direction of the gradient, the rule performs stochastic gradient ascent in the expected reward. It makes no assumptions about the code used in reading out the population. Learning speed deteriorates with increasing \( N \) for this rule,\(^9\) thus we consider it just for the sake of comparison in this paper, but the expression \( \nabla_\nu \ln P_{w^\nu}(Y^\nu) \), known as characteristic eligibility in reinforcement learning,\(^{14}\) constitutes a base synaptic plasticity kernel that will reappear in the derivation of the gradient rules for population learning. Note that the standard learning rule uses stochasticity in the output spike trains to estimate the reward gradient, thus implementing node perturbation.\(^{17}\) For fluctuations that are positively correlated with reward, the weights are adapted to increase the probability to reproduce this spike train pattern.

Though it is not a remedy for the performance degradation with population size, it is still noteworthy that Eq. (3) can be slightly modified by subtracting a reinforcement baseline from the reward, which is conditionally independent of \( Y^\nu \) given \( w^\nu \) and \( X \),\(^{14}\) to reduce the variance of the updates while keeping their mean. A common choice is to subtract the stimulus-specific mean reward obtained as running average over past rewards.\(^{18}\) This replacement of the reward by the reward prediction error can also be done in all rules we present. In the examples we choose reward values balanced around zero and expect this modification would increase performance only marginally.
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2.2. Weakly code-specific rules

We denote rules where code-specificity enters only on the neural level through modulatory factors as “weakly code-specific”, in contrast to “tightly code-specific” rules that are code-specific on the synaptic level.

2.2.1. First-order expansion

The whole point of population coding is to exploit redundancy. In other words the influence of any single neuron feature $f'$ on $P(D|f)$ should be small in a large population. While details will depend on the specific read-out, in all of the architectures we consider below, the influence of any single neuron on $P(D|f)$ decays with population size as $1/\sqrt{N}$, to keep the variance of the population activity invariant under a change in population size, or even as $1/N$, such that the mean of the population activity is size invariant. Considerations for the square root decay hold for the linear decay too and we conservatively assume a decay with $1/\sqrt{N}$ in the following theoretical derivations. A common choice will be that the decision depends only on the normalized sum of features $A = \sum f^\mu/\sqrt{N}$, hence by the chain rule each successive derivation of $P(D|A(f))$ with respect to $f'$ contributes another factor $\frac{\partial A}{\partial f'} = 1/\sqrt{N}$ and the $n$th derivative is of order $O(N^{-n/2})$. In particular the second derivative of order $O(1/\sqrt{N})$. For example a binary decision task ($D = \pm 1$) with $P(D|A(f)) = \frac{1}{2}(1 + \tanh(AD))$ has derivatives $\frac{\partial P(D|A(f))}{\partial f} = \frac{P(D|A(f))}{\sqrt{N}} \cosh^{-2}(A)$ and $\frac{\partial^2 P(D|A(f))}{\partial f^2} = -\frac{P}{\sqrt{N}} \tanh(A) \cosh^{-3}(A)$. Due to this, the influence of any single neuron is well described by linearization.

To lighten the notation in the following we focus on one neuron (the expressions for the other neurons being entirely analogous) and skip the neuron index $\nu$. We denote the feature vector of all other neurons by $\tilde{f}$. Linearizing we have:

$$P(D|f) = P(D|\tilde{f}, f)$$

$$= P(D|\tilde{f}, \vartheta) + (f - \vartheta) \frac{\partial}{\partial f} P(D|\tilde{f}, \vartheta)$$

$$+ O\left(\frac{1}{N}\right),$$

where $P(D|\tilde{f}, \vartheta)$ would be the decision probability if the considered neuron had produced the output feature $\vartheta$, i.e. $\frac{1}{2}(1 + D \tanh(A + (\vartheta - f)/\sqrt{N}))$ in our example, and $\frac{\partial}{\partial f} P(D|\tilde{f}, \vartheta)$ is the derivative of $P(D|\tilde{f}, \vartheta)$ with respect to $f$ evaluated at the value $\vartheta$, e.g. $\frac{D}{\sqrt{N}} \cosh^{-2}(A + (\vartheta - f)/\sqrt{N})$. Here the exact value of $O(\frac{1}{N})$ term will depend on the choice of the parameter $\vartheta$ and one will want to choose $\vartheta$ such that $|f - \vartheta|$ tends to be small for the feature values encountered during learning.

When plugging this into Eq. (3) a term arises containing $P(D|\tilde{f}, \vartheta)$. But since it does not depend on the output of neuron $\nu$, and since $\int dYP_w(Y)\ln P_w(Y) = \nabla f_dP_w(Y) = 0$, the term vanishes. Hence up to $O(\frac{1}{N})$ corrections:

$$\nabla \langle R \rangle = \sum_D R \int dYP_w(Y) \frac{\partial P(D|\tilde{f}, \vartheta)}{\partial f}$$

$$\times (f - \vartheta)\nabla \ln P_w(Y).$$

(6)

For the read-outs we use below, not only $P(D|\tilde{f}, \vartheta)$ but also its partial derivatives depend only weakly on any single neuron and, in particular, we have:

$$\frac{\partial}{\partial f} P(D|\tilde{f}, \vartheta) = \frac{\partial}{\partial f} P(D|\tilde{f}, \vartheta) + O\left(\frac{1}{N}\right).$$

(7)

Note that $\frac{\partial}{\partial f} P(D|\tilde{f}, \vartheta)$ is itself of order $O(1/\sqrt{N})$. The term $P(D|\tilde{f}, \vartheta)$ of order $O(1)$ vanished, we take the terms of order $O(1/\sqrt{N})$ into account, and we can neglect higher orders. Hence up to $O(\frac{1}{N})$ corrections:

$$\nabla \langle R \rangle = \sum_D R \int dYP_w(Y) \frac{\partial P(D|\tilde{f})}{\partial f}$$

$$\times (f - \vartheta)\nabla \ln P_w(Y)$$

$$= \sum_D R \int dYP_w(Y)P(D|\tilde{f}) \frac{\partial \ln P(D|\tilde{f})}{\partial f}$$

$$\times (f - \vartheta)\nabla \ln P_w(Y).$$

The ensuing update rule

$$\Delta w = \eta R \frac{\partial \ln P(D|\tilde{f})}{\partial f} (f - \vartheta)\nabla \ln P_w(Y)$$

(8)

has a structure similar to the standard learning rule given by Eq. (4), but now the reward signal is remodulated by feedback from the decision making and the feature actually produced by the neuron. The decision signal $\Delta w P(D|\tilde{f})$ is of order $O(1/\sqrt{N})$ for the population readouts considered below and the feature value $f$ is of order $O(1)$, hence the variance of the obtained gradient estimate is about a factor of $N$ smaller than the standard estimate in Eq. (4).
2.2.2. Exact linearization for binary features

While above linearization is an approximation that increases in accuracy for large population size, an exact linearization is possible even for small population sizes, if the coding feature takes on only two values, denoted as $f_0$ and $f_1$, because one can always draw an exact line through two points. An example of such a binary feature is the spike/no-spike code considered later in Sec. 3.1.1. We describe the line through $P(D | \mathbf{f}^\mathbf{1}, f_0)$ and $P(D | \mathbf{f}^\mathbf{1}, f_1)$ by one point on the line and its slope. The point has coordinates $(\mu f_1 + (1 - \mu) f_0, S^\mu P(D | \mathbf{f}^\mathbf{1}))$, and the slope is $\frac{DP(D | \mathbf{f}^\mathbf{1})}{f_1 - f_0}$, using the definitions

$$S^\mu P(D | \mathbf{f}^\mathbf{1}) := \mu P(D | \mathbf{f}^\mathbf{1}, f_1) + (1 - \mu) P(D | \mathbf{f}^\mathbf{1}, f_0),$$

$$DP(D | \mathbf{f}^\mathbf{1}) := P(D | \mathbf{f}^\mathbf{1}, f_1) - P(D | \mathbf{f}^\mathbf{1}, f_0),$$

where $\mu$ is a free parameter that does not depend on $f$, but is otherwise arbitrary. The linear function is only evaluated at $f_0$ and $f_1$, yielding

$$P(D | \mathbf{f}^\mathbf{1}, f) = S^\mu P(D | \mathbf{f}^\mathbf{1}) + (\delta_{f,f} - \mu) DP(D | \mathbf{f}^\mathbf{1}),$$

where $\delta$ is the Kronecker delta, as can be verified by inserting the definitions for $S^\mu P(D | \mathbf{f}^\mathbf{1})$ and $DP(D | \mathbf{f}^\mathbf{1})$ together with $f_0$ or $f_1$.

When plugging this into Eq. (3) the term containing $S^\mu P(D | \mathbf{f}^\mathbf{1})$ vanishes, because it does not depend on the neuron itself. This is problematic, because rare decisions $D$ can potentially lead to large values of the gradient estimator, as has been pointed out.\footnote{We follow the suggestion to choose

$$\mu = \frac{P(D | \mathbf{f}^\mathbf{1}, f_0)}{SP(D | \mathbf{f}^\mathbf{1})},$$

with}

$$SP(D | \mathbf{f}^\mathbf{1}) = P(D | \mathbf{f}^\mathbf{1}, f_1) + P(D | \mathbf{f}^\mathbf{1}, f_0),$$

which circumvents a small denominator and yields the update rule

$$\Delta w = \eta R \frac{DP(D | \mathbf{f}^\mathbf{1})}{SP(D | \mathbf{f}^\mathbf{1})} (2\delta_{f,f} - 1) \nabla \ln P_w(Y).$$

Compared to the standard learning rule given by Eq. (4) an additional factor $\frac{DP(D | f)}{P(D | f)}$ arises. Its absolute value is smaller than 1, because the sum of two positive numbers is bigger than the difference, hence resulting in an estimate of lower variance than the standard one in Eq. (4).

2.3. Tightly code-specific rules

In above rules the feature itself entered the learning rule introducing code-specificity on the neural level, whereas on the synaptic level they share the base plasticity kernel $\nabla \ln P_w(Y)$. We can further improve the gradient estimator when code-specificity enters not only on the neural but on the synaptic level. These rules are hence denoted as “tightly code-specific”.

Pulling all terms in Eq. (6) that do not depend on the considered neuron outside of the integral over $Y$ (note that $P_w(Y)$ factorizes), we obtain

$$\nabla \langle R \rangle_{D,Y} = \sum_D R \int dY \ n m w(Y) \frac{DP(D | \mathbf{f}^\mathbf{1})}{P(D | \mathbf{f}^\mathbf{1})} \nabla \ln P_w(Y).$$

(9)

In order to write it in a form that can be sampled, we had to introduce the denominator $P(D | \mathbf{f})$. This is problematic, because rare decisions $D$ can potentially lead to large values of the gradient estimator, as has been pointed out.\footnote{We follow the suggestion to choose}

$$\mu = \frac{P(D | \mathbf{f}^\mathbf{1}, f_0)}{SP(D | \mathbf{f}^\mathbf{1})},$$

with

$$SP(D | \mathbf{f}^\mathbf{1}) = P(D | \mathbf{f}^\mathbf{1}, f_1) + P(D | \mathbf{f}^\mathbf{1}, f_0),$$

which circumvents a small denominator and yields the update rule

$$\Delta w = \eta R \frac{DP(D | \mathbf{f}^\mathbf{1})}{SP(D | \mathbf{f}^\mathbf{1})} (2\delta_{f,f} - 1) \nabla \ln P_w(Y).$$

(10)

For the last integral we have $\langle g(Y) \rangle = \langle \langle g(Y) \rangle_{Y \mid f} \rangle_f$. The index of the angle brackets indicates the distribution over which the average is calculated and is suppressed throughout the manuscript if obvious to avoid notational clutter. Partial averaging with respect to $P(Y \mid f)$ yields

$$\langle (f - \vartheta) \nabla \ln P_w(Y) \rangle_{Y \mid f} = (f - \vartheta) \int dY P_{w(Y)} \nabla \ln P_w(Y)$$

$$= (f - \vartheta) \int dY \frac{P(f \mid Y)}{P_w(f)} \nabla P_w(Y)$$

$$= (f - \vartheta) \frac{1}{P_w(f)} \nabla \int dY P(f \mid Y) P_w(Y)$$

$$= (f - \vartheta) \nabla \ln P_w(f),$$

where we used Bayes’ rule in the second line. Hence, using Eq. (7), we obtain a first tightly code-specific plasticity rule

$$\Delta w = \eta R \frac{\partial \ln P(D | f)}{\partial f} (f - \vartheta) \nabla \ln P_w(f).$$

(12)
which has a reduced variance compared to Eq. (8) due to analytical averaging. It amounts to replacing the log-likelihood of the output spike train by the log-likelihood of the feature, as has been done for single neurons.\textsuperscript{13} This replacement of the base synaptic plasticity kernel $\nabla \ln P_w(Y)$ by $\nabla \ln P_w(f)$ introduces code-specificity also on the synaptic level.

Further averaging with respect to $P_w(f)$ yields

$$\int df P_w(f) (f - \vartheta) \nabla \ln P_w(f) = \nabla \langle f \rangle,$$

where we assumed continuous features and used again that $\int df P_w(f) \nabla \ln P_w(f) = \nabla \int df P_w(f) = 0$. For discrete features the integral merely has to be replaced by a sum and the probability density function by the probability mass function. For some codes we can calculate the gradient of the feature mean $\langle f \rangle$ analytically instead of leaving it to the sampling procedure. Using this result, Eq. (7) and the ‘log-trick’ to write Eq. (11) in a form suited for sampling leads to a second tightly code-specific update rule,

$$\Delta w = \eta R \frac{\partial \ln P(D|f)}{\partial f} \nabla \langle f \rangle,$$

which has even less variance.

$(f - \vartheta) \nabla \ln P_w(f)$ is an unbiased estimate for the gradient $\nabla \langle f \rangle$ obtained by the well-known ‘log-trick’. We propose another unbiased estimate of the gradient, obtained by partial integration. Denoting the cumulative probability distribution by $C_w(f)$ we have

$$\nabla (f) = \nabla \int df P_w(f) f = 0 - \nabla \int df C_w(f)$$

$$= - \int df P_w(f) \frac{\nabla C_w(f)}{P_w(f)} \{ - \frac{\nabla C_w(f)}{P_w(f)} \}.$$  

Note that the derivative of the ‘surface term’ vanishes, because at the integration boundaries $C_w$ is zero and one respectively independent of $w$. This results in a third tightly code-specific update rule

$$\Delta w = - \eta R \frac{\partial \ln P(D|f) \nabla C_w(f)}{P_w(f)}.$$  \hspace{1cm} (14)

As shown in Appendix A this is even an exact policy gradient rule. Convex combinations of the derived estimators yield again valid estimators, in particular could one also add a term of the form $\vartheta \nabla \ln P_w(f)$ to the estimate obtained by partial integration. An example for a tightly code-specific rule obtained by partial integration is the latency code presented in Sec. 3.1.3.

The update (13) has the smallest variance and is the preferred rule if an analytical expression for the gradient of the feature mean $\nabla \langle f \rangle$ exists, otherwise it is not obvious whether the log-trick estimator or the newly proposed partial integration estimator has lower variance. We find that for a broad class of probability functions the latter is the case (e.g. $P_w(f) \propto f^a \exp(-f^b h(w))$ with $a \geq 0$, $b > 0$ and $h$ any different positive function), though not generally because rather exotic exceptions exist (e.g. $P_w(f) \propto f^a \exp(-f^b h(w))$ with $a < 0$ and large enough $b$).

We derived tightly code-specific rules by analytical averaging, which guarantees gradient estimates of lower variance compared to weakly code-specific rules. While the derivation by isolating a single neuron’s contribution is intuitive, it relies on an approximation valid for large population sizes. In the appendix we show that instead of utilizing integration by parts in the last step to derive Eq. (14), we can directly start with partial integration and Eq. (14) turns out to be even exact. In Appendix A we also present the resulting update rule in the case of discrete features.

A summary of the derived rules is shown in Table 2 for the case of large population sizes, i.e. even for discrete features the difference $D P(D|f)$ is replaced by the differential, giving rise to the term $\frac{\partial \ln P(D|f)}{\partial f}$ which all rules have in common. These are the rules we used in the simulations presented in the results section.

2.4. Single neuron model

We use simple Poisson-type neurons where the postsynaptic firing rate is given by a nonlinear function $\phi(u)$ of the membrane potential $u$. The membrane potential at time $t$ is:

$$u(t) = u_0 + \sum_i w_i \sum_{s \in X_i} \epsilon(t - s)$$

$$= u_0 + w^T \text{psp}(t).$$  \hspace{1cm} (15)

Here $u_0$ is the resting potential and $\epsilon(t)$ denotes the shape of the postsynaptic potential evoked by a single presynaptic spike at time 0. For future use, we have introduced $\text{psp}(t)$ as the postsynaptic potentials that would be evoked if the synaptic weights were unity. As has been shown\textsuperscript{15,16,20} the derivative of the log-likelihood of actually producing the output
Table 2. Summary of the derived learning rules for continuous features with arbitrary population size or for discrete features in the limit of large population size. The performance increases (typically) from top to bottom.

<table>
<thead>
<tr>
<th>Code-specificity</th>
<th>Learning rule</th>
<th>Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>( \Delta w = \eta R \frac{\partial \ln P(D</td>
<td>f)}{\partial f} (f - \hat{f}) \nabla \ln P_w(Y) )</td>
</tr>
<tr>
<td>Tight</td>
<td>( \Delta w = \eta R \frac{\partial \ln P(D</td>
<td>f)}{\partial f} (f - \hat{f}) \nabla \ln P_w(f) )</td>
</tr>
<tr>
<td></td>
<td>( \Delta w = \eta R \frac{\partial \ln P(D</td>
<td>f)}{\partial f} \frac{\nabla C_w(f)}{P_w(f)} )</td>
</tr>
<tr>
<td></td>
<td>( \Delta w = \eta R \frac{\partial \ln P(D</td>
<td>f)}{\partial f} \nabla (f) )</td>
</tr>
</tbody>
</table>

spike train \( Y \), known as likelihood ratio in classical statistics or as characteristic eligibility,\(^{14}\) is given by

\[
\nabla \ln P_w(Y) = \int_0^T dt \left( \sum_{s \in Y} \delta(t - s) - \phi(u(t)) \right) \times \frac{\phi'(u(t))}{\phi(u(t))} \text{psp}(t).
\]

This expression constitutes the base synaptic plasticity kernel of the weakly code-specific rules. It considers the full output spike train and enables to learn postsynaptic firing at one or several desired firing times,\(^{15}\) a task that has attracted much research attention and various other rules have been suggested.\(^{21}\)

3. Results

We illustrate the framework by deriving policy-gradient rules for classification and regression tasks as well as different neural codes. We then study their performance at simple computational tasks. In all simulations throughout the paper we use an exponential stochastic intensity \( \phi(u) \propto \exp(u) \), a resting potential of \( u_0 = -1 \) (arbitrary units) and, if not mentioned otherwise, stimulus length \( T = 500\text{ms} \). The postsynaptic kernel is given by \( \epsilon(t) = \frac{1}{\tau_m - \tau_m^s} (e^{-t/\tau_m} - e^{-t/\tau_m^s}) \), where \( \tau_m = 10\text{ms} \) is used for the membrane time constant and \( \tau_m^s = 1.4\text{ms} \) for the synaptic time constant. We assume that each population neuron synapses onto a site in the input layer with probability of 80%. Initial values for the synaptic strength were picked from a Gaussian distribution with mean 1 and standard deviation equal to 2.5, independently for each afferent and each neuron. Further the learning rate \( \eta \) was chosen optimally for each population size. For each scenario we low pass filtered the reward with a time constant of 50 trials. We averaged over 10 simulated runs and the figures show the mean (symbols) and its SEM (errorbars).

3.1. Classification tasks

For the decision making we assume binary decisions \( D = \pm 1 \). To start with unbiased initial conditions we consider the difference activity between two populations, cf. Fig. 1. Each of the two populations Pop\(_i\), \( i = 1, 2 \) consists of \( N \) neurons with summed up and normalized population activity \( A \propto \frac{1}{\sqrt{N}} \sum_i \sum f_i \). The normalization is proportional to \( \frac{1}{\sqrt{N}} \), reflecting the fact that, given the stimulus, neuronal responses are conditionally independent. The decision is chosen stochastically with \( P(D | f) = P(D | A_1, A_2) = \frac{1}{1 + \exp(-2(A_1 - A_2)f)} \). The modulating population factor is thus \( \frac{\partial \ln P(D | A_1, A_2)}{\partial A_{1,2}} = \pm(D - \tanh(A_1 - A_2)) \), where the sign is positive/negative for neurons in Pop\(_1\) and Pop\(_2\), respectively. To be concise, in the

Fig. 1. Architecture of the spiking neural network for the stimulus classification task. The decision is stochastic with probability \( P(D | A_1, A_2) = \frac{1}{1 + \exp(-2(A_1 - A_2)\nu)} \).
following we take the sign to be positive and hence present the plasticity rules for neurons in Pop_1. It is also possible to keep the weights of the second population fixed, so that it does not learn rather than learning with opposite sign.

On a side note, multi-class classifications are straight forwardly implementable in two ways. One approach is to use many binary classifiers, which gives rise to a multi-layer architecture as has already been presented elsewhere. A second approach is to use one population for each of the k possible classes and use the generalization of the logistic function to multiple variables, known as softmax action selection, which gives rise to a multi-layer architecture as presented here.

### 3.1.1. Spike/no-spike code

Let us first consider the case of a binary feature and assume the following spike/no-spike code: \( f = f_0 = -1 \) if the considered neuron does not spike within a given time window \([0, T]\), otherwise \( f = f_1 = 1\). For the decision making we assume that the population readout sums up the features, \( A_i = \frac{1}{n} \sum_{\nu \in \text{Pop}_i} f^\nu \). The reward is delivered at the end of this period. For this code an analytical expression for \( \nabla P(f) \) exists. We derive it, using that the number of output spikes is Poisson distributed with mean \( \mu_w \), hence the probability of no spike is an exponential function of this mean:

\[
P(f = f_0) = e^{-\mu_w} \quad \text{and} \quad P(f = f_1) = 1 - e^{-\mu_w},
\]

\[
(\nabla f) = 1 - 2e^{-\mu_w},
\]

\[
\nabla(\nabla) = 2e^{-\mu_w} \nabla \mu_w.
\]

Plugging this into the learning rule Eq. (13), and absorbing the constant into the learning rate, yields the tightly code-specific rule:

\[
\Delta w = \eta R(D - \tanh(A_1 - A_2)) \frac{\nabla \mu_w}{\exp(\mu_w)}
\]

with

\[
\nabla \mu_w = \int_0^T dt \phi'(u(t)) psp(t)
\]

and

\[
\mu_w = \int_0^T dt \phi(u(t)),
\]

where \( \mu_w \) is the expected number of output spikes within time window \([0, T]\). Note that merely this expected value enters the learning rule, but not whether a postsynaptic spike was actually elicited or not. Plasticity depends only on the time course of the postsynaptic membrane potential but not on the spike timing.

We next turn to the weakly code-specific rule of Eq. (8) and set \( \vartheta = 0 \) to balance the case of spike \( (f = 1) \) and no spike \( (f = -1) \). This and Eq. (10) both yield for large population sizes

\[
\Delta w = \eta R(D - \tanh(A_1 - A_2)) f \nabla \ln P_w(Y)
\]

with \( \nabla \ln P_w(Y) \) given in Eq. (16). We want to point out that the same update arises only due to our choice of the logistic function for \( P(D | A_1, A_2) \). In the case of choosing e.g. the (shifted and scaled) error function as sigmoidal, the term \( DP/P \) in Eq. (9) can indeed become large. The same learning rule can also be derived by averaging over the two possible outcomes \( f_0 \) and \( f_1 \).

We test the learning rules on the task of learning 10 stimulus-response associations. We use the same pattern statistics presented in Ref. 13, encoding the stimulus information in the rate pattern of 100 presynaptic neurons. For each stimulus, a different input pattern of duration \( T = 500 \text{ms} \) is generated by drawing the firing rate of each input neuron independently from an exponential distribution with a mean of 10 Hz. In each trial, the input spike trains are generated anew from Poisson processes with these neuron- and stimulus-specific rates. Half the stimuli have a target label +1 and the other half -1. To learn the 10 prescribed stimulus-response associations, learning episodes are repeated with a randomly chosen stimulus-response pair used for each episode, immediately reinforced by \( R = \pm 1 \). Figures 2(a) and 2(d) illustrate that for the weakly code-specific rule (20) learning speeds up with increasing population size as opposed to standard reinforcement learning, whereas the tightly code-specific rule (17) is rather insensitive to a change in population size. The tightly code-specific rule outperforms the weakly one, but for large population sizes the performances become similar and the benefit of using the tightly code-specific rule is marginal. Both learning rules are superior to the standard node perturbation rule equation (4), which is shown for the sake of comparison, too.
3.1.2. Spike count code

Next we assume that the coding feature \( f \) is the number of spikes within a given time window \([0, T] \).

The probability distribution for the spike count is a Poisson distribution \( P_w(f) = \mu_w^f \exp(-\mu_w)/f! \) with mean \( \mu_w \) as defined above in (18). For a Poisson distribution the term \(- \nabla C_w(f)/P_w(f)\) in (14) yields simply \( \nabla f = \nabla \mu_w \). The correctly normalized activities are

\[
A_i = \frac{1}{\sqrt{N}} \sum_{\nu \in \text{Pop}_i} f^\nu.
\]

Here \( \theta \) is the mean number of output spikes per neuron during one stimulus. The ensuing tightly code-specific rule is

\[
\Delta w = \eta R(D - \tanh(A_1 - A_2))\nabla \mu_w
\]

with \( \nabla \mu_w \) given in (19). Note that the plasticity is not spike-timing dependent. If the neuronal code is not spike-timing dependent, then neither is the tight plasticity rule.

Turning now toward the weakly code-specific rule (8) we expand around some target output activity \( \theta \). This results in

\[
\Delta w = \eta R(D - \tanh(A_1 - A_2))(f - \theta) \times \nabla \ln P_w(Y)
\]

with \( \nabla \ln P_w(Y) \) given in (16). Here we obtain the standard update rule equation (4) with the two modulating factors \((D - \tanh(A))\) and \((f - \theta)\). The first one is again the attenuated decision signal. The second factor contains the behavior of the single neuron with respect to the decision boundary \( \theta \), thus its sign represents the decision of the single neuron. Taken together \( R(D - \tanh(A))(f - \theta) \) constitutes an individual reward for the neuron. Note that the rule postulates a global modulatory signal of the form \( R(D - \tanh(A)) \) which is then combined with the local postsynaptic information \((f - \theta)\).

Figures 2(b) and 2(e) show simulation results for both newly derived update rules as well as for the standard node perturbation rule equation (4). For the weakly code-specific rule, we expanded around some target activity \( \theta = 5 \) corresponding to 10 Hz output rate. The tightly code-specific rule, outperforms the weakly code-specific one, and it quickly reaches perfect performance. Importantly, for both rules learning speeds up with population size (Fig. 2(e)), in contrast to node perturbation.

Fig. 2. (Color online) Simulation results for the classification task. Upper row: Learning curves for (a) spike/no-spike code, (b) spike count code and (c) spike latency code. Filled disks are used for the tightly code-specific rule, open circles for the weakly code-specific rule and open squares with dashed lines for the standard node perturbation rule (4). We used (17) and (20) for the spike/no-spike code; (21) and (22) for the spike count code, (23) and (24) for the spike latency code. The learning rules are summarized in Table 3, too. The population sizes used are: \( N = 5 \) (red), 40 (blue) and 250 (green). Lower row: Average reward after 200 (gray) and 500 (black) trials for (d) spike/no-spike code, (e) spike count code and (f) spike latency code.
Table 3. Summary of the derived classification learning rules for the specific codes. \( \mathcal{G} = \eta R(D - \tanh(A_1 - A_2)) \) denotes the global modulatory signal. \( \nabla \ln P_w(Y) = \int_0^T dt \left( \sum_{\alpha \in V} \delta(t-s) - \phi(u(t)) \right) \frac{\phi'(u(t))}{\phi(u(t))} \sigma_p (t) \), \( \mu_w = \int_0^T dt \phi(u(t)) \) and \( \nabla \mu_w = \int_0^T dt \phi'(u(t)) \sigma_p(t) \) have already been introduced in (16), (18) and (19). The performance of the tightly is always superior to the weakly code-specific rule, cf. Fig. 2.

<table>
<thead>
<tr>
<th>Spike/no-spike</th>
<th>Spike count</th>
<th>Spike latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak ( \Delta w = \mathcal{G} \nabla \ln P_w(Y) )</td>
<td>( \Delta w = \mathcal{G} (f - \theta) \nabla \ln P_w(Y) )</td>
<td>( \Delta w = \mathcal{G} e^{-\frac{d}{\theta}} - \theta \nabla \ln P_w(Y) )</td>
</tr>
<tr>
<td>Tight ( \Delta w = \mathcal{G} \frac{\nabla \mu_w}{\exp(\mu_w)} )</td>
<td>( \Delta w = \mathcal{G} \nabla \mu_w )</td>
<td>( \Delta w = \mathcal{G} e^{-\frac{d}{\theta}} \int_0^T dt \phi'(u(t)) \sigma_p(t) )</td>
</tr>
</tbody>
</table>

3.1.3. Spike-latency code

After presenting examples for binary and multivalued discrete features we turn now to continuous coding features by considering the latency \( f \) of the first spike time after stimulus onset as the relevant feature. We assume that a neuron’s first spike triggers some process in the population readout. The strength of this effect decreases exponentially with the latency of the first spike, \( c = \exp(-\frac{d}{\theta}) \) if the neuron spiked and \( c = 0 \) if not, and for the population activity holds \( A_1 = \frac{\nabla \mu_w}{\nabla \nabla \mu_w} \). The probability density of the spike latency is given by the product of the probability density to fire at time \( f \) and the probability that the neuron did not spike earlier, \( P_w(f) = \phi(u(f)) \exp(-\int_0^f dt \phi(u(t))) \). Whereas for the previously considered codes the gradient of the feature mean could be calculated analytically, that is not the case now. Hence we make use of Eq. (14) instead of Eq. (13). The cumulative distribution is given by one minus the probability that the neuron did not fire earlier, \( C_w(f) = 1 - \exp(-\int_0^f dt \phi(u(t))) \).

Hence the term \( \nabla C_w(f) \) in (14) yields \( \nabla \int_0^f dt \phi'(u(t)) \sigma_p(t) / \phi(u(f)) \), leading to the tightly code-specific learning rule:

\[
\Delta w = \eta R(D - \tanh(A_1 - A_2)) e^{-\frac{d}{\theta}} \int_0^f dt \phi'(u(t)) \sigma_p(t) / \phi(u(f)) \quad (23)
\]

Let us assume the case that \( A_1 > A_2 \) is positively correlated with reward. Because for such activities the decision is on average \( D = 1 \), it further follows \( R(D - \tanh(A_1 - A_2)) > 0 \). In the considered case learning should increase the activity \( A_1 \) (and decrease \( A_2 \)), hence the neurons in Pop_1 should emit their first spike earlier. In other words, the expected number of spikes between stimulus onset and the observed first spike latency \( f \) needs to increase. The gradient of this quantity is exactly the integral in the learning rule. Weight changes occur in the correct direction and are further modulated by some factors that depend on the observed first spike time.

A slight similarity to the tightly code-specific rule for the spike count (21) code exists. There the expected number of spikes over the whole stimulus was modified, whereas here only the expected number up to the observed first spike changes. In the theoretical part we mentioned that in most cases the gradient estimate obtained by partial integration is better than the one obtained by the ‘log-trick’. Indeed, simulations using update rule equation (12) did not yield good results (data not shown).

To obtain the weakly code-specific rule we expand \( c \) around \( \theta \):

\[
\Delta w = \eta R(D - \tanh(A_1 - A_2)) (c - \theta) \nabla \ln P_w(Y) \quad (24)
\]

with \( \nabla \ln P_w(Y) \) given in (16). The intuition for this rule has already been described for (22) in the case of the spike count code.

We tested the learning rules again on the task of learning 10 stimulus-response associations. We use the same pattern statistics as above, i.e. Poisson spike trains with exponentially distributed rates with a mean of 10 Hz, but keep the input spike train patterns fixed. Instead of generating the input spike trains anew in each trial they are initially generated once and for all. Simulations were done using threshold \( \theta = \frac{1}{2} \) and time constant \( \tau = 250 \text{ ms} \). Figures 2(c) and 2(f) show simulation results for both newly derived rules as well as for the standard population perturbation rule. Again, learning speeds up with population size only for the new action perturbation rules, and the tightly code-specific rule clearly outperforms the weakly code-specific one. The weakly
code-specific rule considers the whole spike train instead of only the relevant part until the first spike occurs. Therefore the difference between tightly and weakly code-specific rule becomes even more dramatic for smaller values of \( r \) and hence shorter first spike latencies.

### 3.2. Continuous actions

In order to demonstrate the generality of our approach we next turn to continuous actions. In the previous section we have already focused on different codes, here we consider just the spike count code. We start with a basic regression task and finally present results for a navigation task.

#### 3.2.1. Plain regression

Instead of learning to produce a lower or higher activity than a contrast population, here the goal of a population is to learn a specific target output activity. We define the output activity as mean number of output spikes, \( \bar{f} = \frac{1}{N} \sum_i f^i \), and the action as activity corrupted by some Gaussian noise \( \xi \), \( D = \bar{f} + \xi \). This leads to following tightly code-specific learning rule from Eq. (13):

\[
\Delta \mathbf{w} = \eta R_\xi \nabla \ln P_\mathbf{w}(Y)
\]

with \( \nabla \ln P_\mathbf{w}(Y) \) given in (19). Note that the population average enters via \( \xi = D - \bar{f} \) into the rule. There is an intuition why the learning rule performs gradient ascent on the expected reward. The noise \( \xi \) fluctuates around zero on a trial to trial basis enabling exploration of the reward landscape. Note that the noise arises only in the action space, not in the weight or neuron space.\(^{17}\) The noise directly explores new actions, and the received feedback is exploited to estimate the reward gradient. We therefore refer to (25) as pure action perturbation rule, whereas general action perturbation might be combined with neuronal noise, as is the case for weakly code-specific rules. The action \( D \) is the sum over the features and the fluctuation, therefore for fluctuations \( \xi \) that are positively correlated with reward the features should change in the direction of these fluctuations in order to increase the probability to reproduce the rewarded action \( D \), whereas for negative correlation the features should be modified in the opposite direction. Thus the mean of each neuron’s feature should change proportional to \( R_\xi \), which is implemented by modifying the weights accordingly.

The weakly code-specific rule reads

\[
\Delta \mathbf{w} = \eta R_\xi (f - \theta) \nabla \ln P_\mathbf{w}(Y)
\]

with \( \nabla \ln P_\mathbf{w}(Y) \) given in (16). To gain some intuition let us assume the case \( R > 0 \) and \( \xi > 0 \) for which the features should increase. Here a comparison of the feature with the threshold \( \theta \) is done for each neuron. If \( f > \theta \), then the neuron successfully contributed to the learning task and the probability to reproduce its output spike train is increased, whereas if the feature is smaller than the reference value \( \theta \) the probability is decreased.

In the simulations (Fig. 3) we used a threshold \( \theta = 5 \) corresponding to 10Hz output rate and \( \xi \) was drawn from a centered normal distribution with standard deviation 0.4. A total of 11 input rate patterns were generated as described above and each has been associated with some target rate \( z \in \{5,6,7, \ldots, 15\} \) Hz. After each trial the action \( D \) is compared to the target value \( zT \) for the pattern, where \( T = 500 \)ms is the stimulus length, and the given reward depends gradually on how close they are, \( R = - (D - zT)^2 \). For each episode one out of 11 prescribed stimulus-action associations is randomly chosen. The results obtained for classification hold for regression, too: The tightly code-specific rule outperforms the weakly one, and for both rules learning improves with increasing population size, in contrast to standard node perturbation, cf. Fig. 3.

#### 3.2.2. Water maze

To finally test the learning rules in a realistic paradigm, we simulated Morris’ water maze learning task\(^{23}\) with variable start condition, a task known to involve hippocampus.\(^{24}\) Hippocampus is represented as a population of place cells,\(^{25}\) with place cells centers organized on a rectangular grid, cf. Fig. 4. Hippocampal place cells are modeled as Poisson neurons with a firing rate \( \nu \) that is a Gaussian function of the animal position in the environment,

\[
\nu_i(x, y) = \nu_0 \exp \left( -\frac{(x - x_i)^2 + (y - y_i)^2}{2\sigma^2} \right),
\]

where \( (x, y) \) is the current position of the animal, \( (x_i, y_i) \) is the position at which the \( i \)th place cell gives the strongest response, \( \nu_0 = 100 \)Hz is the maximum
Fig. 3. (Color online) Simulation results for the regression task. (a) Learning curves for the tightly (25, filled discs) and weakly (26, open circles) code-specific rules as well as the standard rule (4, open squares). The population sizes used are: \( N = 10 \) (red), 20 (blue), 40 (green) and 80 (magenta). (b) Average reward after 2000 (gray) and 4000 (black) trials. (c) Output firing rates for each pattern using the tightly code-specific rule with \( N = 80 \) neurons. The thin solid lines indicate the target activity. Coloring is used for different target values.

Fig. 4. (Color online) Architecture for water maze task. Place cells encode the position of the animal through place-dependent firing rates. Tuning curves are shown for the yellow and red highlighted place cells. Place cells are connected via feed-forward connections to the action cells (wiring probability 80%). The readout of each action cell population is fed to an action selection circuitry.

firing rate of the place cell. We consider in our simulations 100 such neurons placed on a grid of 10 \times 10 cells, with a distance of 1 (arbitrary units) between two neighboring cells and with \( \sigma = 1.2 \) being the width of each place field. The ensemble activity of place cells encodes the position \((x, y)\) of the animal. These place cells project onto action cells, modeled as described in Sec. 2.4. The population of action cells represents the next action to be chosen by the model rat and is organized in four populations of size \( N \), one for each cardinal direction. The vector of movement \( \mathbf{D} \) is determined by the linear combination of the populations’ mean spike count per stimulus length \( f_i = \frac{1}{T} \sum_{\nu} f_{i\nu} \), with \( i = N, E, S, W \), plus some Gaussian noise,

\[
\mathbf{D} = \begin{pmatrix} \Delta x \\ \Delta y \end{pmatrix} = \begin{pmatrix} \bar{f}_E - \bar{f}_W \\ \bar{f}_N - \bar{f}_S \end{pmatrix} + \begin{pmatrix} \xi_x \\ \xi_y \end{pmatrix}.
\]

The activity of the action cells relates to the change of the animal’s position according to the update \((x, y) \leftarrow (x, y) + (\Delta x, \Delta y)\). The average length of \( \mathbf{D} \) does not depend on \( N \) but is proportional to the individual stimulus duration \( T \), thus the animal’s speed is independent of \( N \) and \( T \). Here we choose \( T = 250 \text{ ms} \), hence actions are taken with theta frequency.

Typically the animal performs a sequence of actions until it reaches the platform, hence reward is delayed. For tasks involving delayed reward, for each synapse an eligibility trace \( E \), which keeps some memory of the neuronal spiking and behavioral actions, needs to be introduced.\(^{26}\) Whenever an action is chosen the trace changes according to the following update.

\[
tight: E \leftarrow e^{-\frac{2}{\tau}} E + \xi \nabla \mu_w, \quad (27)
\]

\[
weak: E \leftarrow e^{-\frac{2}{\tau}} E + \xi (f - \theta) \nabla \ln P_w(Y). \quad (28)
\]

Here \( \xi \) depends on the population the considered neuron belongs to, \( \xi = \pm \xi_x, \xi_y \), where \( \xi_x \) and \( \xi_y \) were drawn from a normal distribution with mean 0 and variance 1. Between the action times the eligibility traces decay exponentially with time constant \( \tau \), for which we used 2s. This decay has already been included in the above updates. As soon as reward
is delivered the synaptic weights are updated proportionally to the product of reward and eligibility trace,
\[ \Delta w = \eta RE. \] (29)

We simulated a model rat navigating in a square maze. The rat performs a number of trials, with each trial consisting of an attempt to find the goal within a time limit of 90 s. At the beginning of each trial, the rat is placed near one of the walls of the maze. Actions are chosen at theta frequency (every 250 ms). The rewarded region (target) is always at the center of the maze, whereas the initial position of the rat varies, as in the experimental paradigm. Positive reward \((R = 1)\) is given if the rat reaches its target and negative reward \((R = -1)\) if it hits the wall. Thus, synaptic modifications take place either at the time the rat reaches the platform or hits a wall. When a new set of trials starts, the positions of the rat is reinitialized and the synaptic eligibility traces reset. Thus each new set of trials corresponds to a different animal. The simulation results are summarized in Fig. 5. Panel a depicts the performance of the rat measured by the time it takes to reach the target, corresponding to the escape latency in the experimental literature. Similar to other algorithms, such as a variant with Hebbian bias\(^25\) or using a continuous time actor-critic framework,\(^27\) the escape latency reaches asymptotic performance within the first 20 trials, in line with experimental results.\(^24\) As panel b depicts the number of times the rat hits the wall also decreases during learning. The speed of learning as well as the final performance increases with increasing population size for the tightly as well as the weakly code-specific rules. The common observation that the former outperforms the latter holds here too. For one animal the trajectories in trials 1, 20, 40 and 100 are shown in panel c. Whereas in the first trial the rat meanders around searching for the target, in the last trial it swims straight to the target.

4. Discussion

We have generalized population learning for different neuronal codes and multi-valued decision making. We presented two mathematical techniques to derive such rules, one based on linear approximation around a target feature, and one based on partial integration across feature values. The first technique yields modular learning rules which are weakly code-specific, with a spike-timing-dependent base synaptic plasticity kernel which is modulated by a reward signal and a code specific population signal. Further analytical averaging leads from weakly to tightly code-specific learning rules where details of the code-irrelevant spiking information are integrated away. For cases where an analytical expression does not exist and hence one has to resort to sampling, we propose a gradient estimator based on integration by parts to obtain a tightly code-specific rule. We found that in our population setting, the strongly code specific rule is superior in learning performance as compared to the weakly code-specific rule. This holds true for all population sizes, in particular also for the single neuron setting. The latter has been theoretically predicted before, but not yet been convincingly demonstrated in simulations.\(^13\) However, as we find for population coding, a code-specific

---

Fig. 5. Simulation results for the water maze task. Escape latency in seconds (a) and number of wall hits (b) for population sizes \(N = 1\) (black diamonds), 5 (red squares) and 40 (blue circles). Filled symbols are used for the tightly code-specific rule \((27)\) and open symbols for the weakly code-specific rule \((28)\). (c) Trajectories in trials 1, 20, 40 and 100 for one and the same run (animal) using the tightly code-specific rule with \(N = 5\) neurons. Green and red coloring is used to indicate the target and walls respectively.
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For mathematical clarity we presented the rules for an episodic learning scenario. But a biological plausible implementation of a fully online scheme is also possible\textsuperscript{19, 10}: to avoid an explicit separation of stimuli in time, eligibility traces can be further low-pass filtered across stimulus boundaries. Concentrations of different neurotransmitters can be used to encode feedback about the population decision and the global reward signal (e.g. acetylcholine or dopamine).

The set of population learning rules we derived can be seen as generalizations of previously studied single neuron learning rules derived in a policy gradient framework. The weakly code-specific population rule shows a base synaptic plasticity kernel which is spike-timing dependent.\textsuperscript{15, 16} This base synaptic plasticity is modulated by the noise component present in the decision-making circuitry at the population level, much like it was previously suggested by weight or node perturbation at the synaptic and neuronal level, respectively.\textsuperscript{17, 28} Interestingly, however, the rule which outperforms all other rules displays a remarkable feature at the single neuron level: its base plasticity kernel is not depending on whether a postsynaptic spike was actually elicited or not (Eqs. (17), (21) and (25)), but only on the probability of eliciting such a spike, and hence only on the time course of the postsynaptic membrane potential. As current interpretations of synaptic plasticity experiments focus on postsynaptic spikes rather than on the membrane potential dependence (for a review see Ref. 29), it would be interesting to reconsider these experiments and test how far they are compatible with our suggestion for an efficient and code-specific population learning rule.
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Appendix A

In the main text we derived tightly code-specific rules by analytical averaging, which guarantees gradient estimates of lower variance compared to weakly code-specific rules. While the derivation by isolating a single neuron’s contribution is intuitive, it relies on an approximation valid for large population sizes. Instead of utilizing partial integration in the last step to derive Eq. (14), we here start directly with partial integration and Eq. (14) turns out to be even exact.

We choose to start with considering discrete features and handle the case of continuous features at the end by taking the limit. We apply partial summation to \( \sum_{t} P(D | f)P_{W}(f) \) before calculating the gradient of \( \langle R \rangle = \sum_{D} \sum_{i} P(D | f)P_{W}(f)R_{i} \).

We first assume that the features \( f \) take values in a fixed set (independent of \( W \)) of \( n + 1 \) scalars, \( f_{0} < f_{1} < \cdots < f_{n} \). Being precise with regard to random variable and its realization for the considered neuron but remaining concise for the other variables, we write the gradient as

\[
\nabla \langle R \rangle = \sum_{D} R \sum_{f_{i}} P_{W}(f_{i}) \\
\times \nabla \sum_{i} P(D | f_{i}; f = f_{i})P_{W}(f = f_{i}) \\
= \sum_{D} R \sum_{f_{i}} P_{W}(f_{i}) \\
\times \nabla \left( -\sum_{i} (d_{i+1} - d_{i}) \sum_{j=0}^{i} p_{j} \right),
\]
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where the second line is obtained by partial summation, noting that the ‘surface term’ vanishes. Setting
\[ C_w(f_i) = \sum_{j=0}^{\lambda} P_w(f_j) \] to denote the cumulative probability as well as \( \Delta P(D | f) = P(D | f \setminus f_{i+1}) - P(D | f \setminus f_i) \) for the difference operator, we put the above result into a form useful in the context of a sampling procedure:

\[
\nabla (R) = \sum_D R \sum_f P_w(f) P(D | f) \frac{\partial P(D | f)}{\partial f} \frac{\Delta P(D | f)}{P(D | f)} \times \left( -\frac{\nabla C_w(f)}{P_w(f)} \right).
\]

The above result is also valid when the features take values in a discrete but infinite set of scalars with the ensuing learning rule

\[
\Delta w = -\eta R \frac{\partial P(D | f)}{\partial f} \nabla C_w(f) P(D | f) P_w(f) \cdot (A.1)
\]

When \( n \) is finite, no update arises when the feature value is \( f_0 \), since \( \nabla C_w(f_0) = \nabla \lambda = 0 \). Instead of using forward differences \( d_{i+1} - d_i \) in the partial summation above, we could also have used the formulation with the backward differences \( d_i - d_{i-1} \), yielding an expression for the gradient where no update arises when the feature value is \( f_0 \). A general update rule is obtained by taking convex combinations of the two expressions. This introduces a tunable parameter \( \kappa \), with \( 0 \leq \kappa \leq 1 \), and yields the update

\[
\Delta w = -\eta R \left( \kappa \frac{\partial P(D | f)}{\partial f} \nabla C_w(f) P(D | f) P_w(f) + (1 - \kappa) \frac{\partial P(D | f)}{\partial f} \nabla C_w(f) P(D | f) P_w(f) \right) \cdot (A.2)
\]

with the backward difference function \( \Delta P(D | f) = P(D | f \setminus f_i) - P(D | f \setminus f_{i-1}) \) and \( C_w(f_i) = C_w(f_{i-1}) \).

For features which can take on a continuous range of values one can simply use partial integration or take the continuous limit \( \Delta f_i \rightarrow df \) of (A.1) or (A.2), giving the update

\[
\Delta w = -\eta R \frac{\partial \ln P(D | f)}{\partial f} \nabla C_w(f) P(D | f) P_w(f) \cdot (A.3)
\]

Note that we recovered Eq. (14) without using any approximations.
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