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Abstract: The importance of sleep for healthy brain function is widely acknowledged. However, it remains mysterious how the sleeping brain, disconnected from the outside world and plunged into the fantastic experiences of dreams, is actively learning. In this perspective article, we review a computational approach inspired by modern artificial intelligence that suggests a role of dreams occurring during rapid-eye-movement (REM) sleep. REM dreams are characterized by an adversarial process between feedforward and feedback pathways generating new virtual experiences from the combination of old memories. Such an adversarial dreaming process is shown to facilitate the emergence of semantic, cortical representations. We further discuss the potential contributions of adversarial dreaming beyond learning, such as maintaining a balance between fantasy and reality, and facilitating the occurrence of creative insights. Finally, we characterize non-REM (NREM) dreams, replaying individual memories, that may serve a complementary role by improving the robustness of cortical representations to environmental perturbations.
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1. Introduction

As soon as we fall asleep, we suddenly stop to perceive sensory stimuli from the external world and instead get invaded by internal thoughts and hallucinations that are often unrelated to our previous immediate experiences (Mildner and Tamir, 2019). Indeed, even though disconnecting us from the outside world, sleep still hosts internal conscious sensory experiences, or dreams, triggered by the generation of an internal, virtual world (Mazzarello, 2000). Strikingly, these experiences usually give us the feeling of being awake, as similar features to our external sensorium (characters, objects, colors, places, or sounds) are incorporated in a realistic manner (Nir and Tononi, 2010). Moreover, similarly to waking experiences, dreams reflect our current concerns, interests and personality, and are highly rich in emotions (Nielsen and Stenstrom, 2005).

Despite their realism, dreams, especially from rapid-eye-movement (REM) sleep, are often bizarre and creative, mostly due to the fact that they do not simply replay previous experiences (Fosse et al., 2003; Schwartz, 2003; Wamsley, 2014). In a study examining dream reports and waking activities from participants over 14 days, Fosse et al. (2003) showed that while 65% of dream reports incorporate aspects of waking life experiences, the exact replay of waking events was found in only 1-2 %. Instead, dreams are made of various isolated episodic fragments, sometimes non-obviously related (Llewellyn, 2016b; Lewis et al., 2018; Zadra and Stickgold, 2021), for example representing an acquaintance outside of its usual context, which partly explains their creative aspect.

The observed novelty in our dreams raises the question of their potential function. How such a virtual, hallucinatory and fantastic experience would benefit our cognitive functions? A prominent theory of why dreams combine memories into a new, virtual scenario is that they enhance creativity (Cai et al., 2009; Lewis et al., 2018). Motivated by anecdotal evidence of scientific discoveries from dreams, e.g., benzene structure by Kekule (1865) or the chemical neurotransmission by Loewi (1936) (Mazzarello, 2000), the role of dreams in creativity has been taken into wider consideration. It has been proposed that the creative associations between unrelated memories during dreaming could
lead to the discovery of unexpected solutions which lies at the essence of creative problem solving (Lewis et al., 2018). Through this process, the dreamer would make creative experimentations for potential future situations (Hobson, 2009; Llewellyn, 2016b), e.g., rehearsing threat perception and avoidance. However, studies report that dreams rarely contain practical solutions to real-life problems, in addition to the fact that most dreams are forgotten (Malcolm-Smith and Solms, 2004; Zadra et al., 2006; Zadra and Stickgold, 2021; Hoel, 2021).

In contrast, in a recent computational study, we (the authors of Deperrois et al., 2022) argued that the creative aspect of dreams serves a more basic function than creativity itself, that is, learning semantic concepts from the external world. In this study, we proposed a cortical architecture, where sensory inputs are perceived through feedforward pathways of sensory cortices, while dreams are generated through the feedback pathways. In particular, we show that the generation of dreams during REM sleep can be explained by an adversarial learning mechanism inspired by Generative Adversarial Networks (GANs, Goodfellow et al., 2014) where feedback pathways trick feedforward pathways into believing that the dream comes from outside. Crucially, this mechanism leads to the acquisition of structured, semantic cortical representations, essential to perform downstream tasks such as object recognition.

In this article, we provide an accessible overview of this computational approach, thereby explaining how creative dreams could facilitate learning. We discuss the conclusions of the model in light of previous theories of dream origin and function. We finally propose extensions of this framework to already established functions of dreams, such as enhancing creativity and insight.

2. A Computational Model for Creative Dreams

Even though dreaming is a universal phenomenon, characterizing its role is still, up to this day, a challenging task. It is, for instance, difficult to assess whether the improvement of skills after a night of sleep is due to the occurrence of a certain dream, or to other physiological features of sleep such as hippocampal replay during NREM sleep (Nadasdy et al., 1999). Nonetheless, there have been some attempts to investigate these effects, notably through the use of pharmacological interventions to suppress REM sleep in participants (see, e.g., Oudiette et al., 2012). Despite these efforts, disentangling the effects of dreams within sleep remains complex and largely unclear.

Here, computational models can help to quantify physiological features such as dreams and replay through simulations, and thereby decipher their contributions within a defined task. This was the challenge of our study Deperrois et al. (2022) that, through the construction of a “perturbed and adversarial dreaming” (PAD) model, suggests a role for dreams in learning. The PAD model is composed of cortical feedforward (FF) and feedback (FB) pathways within which synapses are modified through accumulated sensory experience, along with a hippocampus model storing and retrieving memories from the day. The system can either be in a wake state, where external stimuli are perceived through FF pathways, or in a dream state, where sensory activity is driven by memory replay and FB pathways.

During wakefulness (Figure 1a), the cortex is exposed to diverse natural images that are processed along the cortical hierarchy through FF pathways until forming high-level neuronal representations, for example in the Inferior-Temporal (IT) cortex (Grill-Spector et al., 2001). These representations are temporarily stored in the hippocampus. Simultaneously, FF pathways learn to recognize that the observed images are real, as they come from the outside world.

During the REM sleep phase (Figure 1b), the representation stored from the previous day is replayed (“dog” memory) along with past, sometimes unrelated memories (“car” memory) and some additional cortical background activity (which is modeled as noise). The resulting activity is processed along FB pathways down to low-level sensory areas where details to the dream are added. Due to the combination of diverse memories, the dream might contain elements from each of them, such as a car having the texture or shape of a dog. However, combining contents does not tell how the FB pathway can generate a realistic experience of the novel combination. This is where the principle of GANs, i.e., adversarial learning, comes into play. The dream is processed through FF pathways that learn to distinguish it from real sensory inputs observed during wakefulness.
Simultaneously, the FB pathway adversarially learns to generate a dream that could be recognized as “real” by the FF pathway, referred to as “adversarial dreaming”. By trying to fool the FF pathway, the FB pathway learns to generate a creative dream that combines aspects from both replayed memories, while still keeping some overall resemblance with the external inputs observed during wakefulness.

**Figure 1.** Creative dreams during REM sleep improve cortical representations and learning. (a) During wakefulness (Wake), cortical feedforward (FF) pathways learn to recognize that low-level activity is externally driven (real). High-level representations are stored in the hippocampus for future replay. (b) During REM sleep, FF and feedback (FB) pathways operate in an adversarial fashion, referred to as adversarial dreaming. FB pathways generate virtual low-level activity from combinations of multiple hippocampal memories and spontaneous cortical activity (here, a “doggy-car”). While FF pathways learn to recognize low-level activity patterns as dreamed, FB pathways learn to fool feedforward pathways into believing that it is real. (c, d) Principal component analysis (PCA) visualization of high-level representations projected on the first two principal components. Each color represents a different object category. (e, f) Performance of a linear classifier that tells which object is in an image, trained on high-level representations learned either without (e) or with (f) REM dreaming. Adapted from Deperrois et al. (2022).

Simulations of this model, obtained by repeating many wake-sleep cycles, reveal the quality of the learned high-level representations at the end of training (Figure 1c-d). Note that these representations are not learned with explicit teaching signals, indicating the category of the observed object, but tend to discover them (unsupervised learning). Higher-level neuronal
representation of visual objects became clustered, as illustrated by projecting them to two dimensions via Principal Component Analysis (PCA, Pearson, 1901).

If only the wake phase is present, the obtained PCA projection shows that representations from different object categories are entangled, showing that wakefulness is not sufficient to construct semantic representations (Figure 1c). When both Wake and REM sleep phases are simulated (Figure 1d), the PCA projection shows relatively distinct clusters of latent representations according to the semantic category (“class identity”) of their corresponding images. The model thus tends to organize latent representations such that high-level, semantic clusters are discernible, potentially helping humans and other animals to discern different object categories from their sensorium. This is in particular important for animals, that do not receive explicit teaching signals in the way humans and their children do throughout development.

These results can be quantified by evaluating the performance of a linear decoder (classifier) trained on high-level cortical representations obtained throughout the model simulation. If the REM phase is included in training, the accuracy of the classifier tends to be much higher than if only the Wake phase is simulated (Figure 1e-f). The results show that the generation of dreams during REM sleep is essential to organize high-level representations according to the semantics of the sensorium, suggesting that dreaming is an essential component of learning.

3. Semantization Requires More than Memory Replay

Previous cognitive theories of sleep, such as “semantization” theories (Nadel and Moscovitch, 1997; Winocur et al., 2010), suggest that the commonalities between multiple experienced episodes is extracted during NREM sleep to form a cortical semantic representation. A cognitive model (Lewis and Durrant, 2011) proposed that semantic formation is based on the invariant overlapping and statistical regularities between replayed episodic memories, where areas of overlap are strengthened via Hebbian learning, allowing the abstraction of shared elements among these memories, or the semantic “gist”. For example, the reactivation of various memories of “cat experiences” facilitates the extraction and consolidation the “cat” concept from repeating features with episodic memories (four legs, pointed ears, tail, etc.) in cortical representations.

In contrast, Deperrois et al. (2022) suggested that dreams during REM sleep, rather than the replay during NREM sleep, are more likely to trigger the semantization of cortical representations. In fact, we also model a NREM sleep phase where stored memories are replayed without combining with other memories. We find that NREM has little or no impact on learning semantic representations, even when adversarial learning is enabled in FF and FB pathways. This shows that in order to extract semantic concepts from the sensorium, the brain must go beyond merely replaying previous experiences. Instead, novel but realistic contents can be created out of stored memories. The postulate of creative REM dreams may refine cognitive theories about sleep function and delineate the role of NREM and REM sleep in memory semantization through future experimental investigations.

4. Adversarial Dreams on the Edge between Fantasy and Reality

Aside from proposing a role for dream function, the adversarial dreaming principle of the PAD model suggests a mechanism for how dreams are generated in the brain, and how they maintain an equilibrium between fantasy and realism. Following the PAD framework, one could assume that two different memories, e.g., of an eagle and a human (me), are concurrently replayed from hippocampus and combined in high-level areas (Figure 2). The combined activity is sent through FB pathways, leading to the generation of a dream representing a flying human, that while being novel and creative, is not realistic. This dream is passed through FF pathways that, from the cumulative observation of real sensory inputs during wakefulness, can easily detect that this experience is dreamed through their discriminative function.
Figure 2. Adversarial learning at the edge between fantasy and reality. A creative dream is initiated by the combination of two memory elements, (e.g., a bird and a human) potentially leading to the generation of a dream representing a flying human. This dream is passed through the discriminator that detects that this experience is likely to be dreamed. The principle of adversarial learning is to backpropagate an error from the discriminator, containing the visual elements necessary to fool the discriminator that it is real (e.g., a cliff and a lake background). This is done by modifying the synaptic weights of the Feedback (FB) pathway so it generates a more realistic dream experience. This adversarial correction would lead to a dream that would be more realistic and useful for the dreamer (like such as cliff jumping). Images represent a sketch, not simulation results.

However, a key point of adversarial dreaming is that FB pathways attempt to make FF pathways believe that the dream indeed comes from the outside. This is performed by computing an error between the discriminator prediction “dreamed”) and what FB pathways would like it to be (“real”). This error is then backpropagated through FF pathways, down to low-level sensory areas. At this level, the error contains the visual elements that the FB pathway should generate in order to make the FF pathway classify the dream as “real”.

For instance, we may dream of flying by combining the hippocampal memory of an eagle and us watching it. The visual elements making our dream of flying more realistic are the cliff and the sea. The missing of these elements are representing the errors that should be corrected to make the dream of flying more plausible. In a next REM phase we are therefore dreaming of jumping from the cliff and feel like flying across the sea. The synaptic connections of the FB pathway are then modified in order to generate a more realistic, plausible dream. The novel dreams created during the REM phase will also change the early cortical activity produced during wakefulness when mind wandering through the latent representation. This in turn may influence our future actions. For instance, we may go cliff jumping the next day after the REM dream has generated the corresponding scene.

Adversarial learning could thus explain how dreams, initiated by a creative combination of memories, can be constrained to look realistic and make them compatible with our waking experiences and actions. This is in line with the pioneer activation-synthesis theory from Hobson and McCarley (1977) that claims that REM dreams result from the brain “making the best of a bad job in producing even partially coherent dream imagery from the relatively noisy signals sent up to it from the brain stem”. In the spirit of this citation, the REM model starts with noise signals added up to random combinations of memories, and out of this tries to produce a coherent and realistic cortical
activity through adversarial learning. We will next see how this balance between fantasy and realism can be useful to trigger creative insights.

5. Is Adversarial Dreaming at the Heart of Creativity?

As a consequence of adversarial dreaming, FB projections can lead to the generation of sensory activity patterns that have unlikely been evoked by previously experienced stimuli, but that nevertheless may be part of the external world. This can have functional benefits in terms of creative thinking and gaining insights in general.

New insights may result from a period of “incubation” where non-obvious, remote associations amongst memory (or knowledge) elements are made (Dijksterhuis and Meurs, 2006; Baird et al., 2012). These associations can sometimes be compatible with reality, in which case they can provide a solution to a complex problem through a creative insight (Kounios and Beeman, 2009, “Aha moments”), that awake reasoning alone may not provide. Dreaming seems to be an ideal stage to promote novel associations and eventually enhance creative insights, as previously suggested (Llewellyn, 2016a; Lewis et al., 2018).

As an anecdotal evidence, the Benzene structure was for instance discovered through a dream by Kekulé (Mazzarello, 2000), by combining two non-related concepts, such as a snake biting its own tail, and the carbohydrate molecular chain. In this example, the adversarial dreaming framework could explain the occurrence of such insights (Figure 3). The memories of a snake and the hexane molecule could be randomly replayed from the hippocampus and combined in high-level areas during REM sleep. By sending down this activity through FB pathways, the adversarial learning mechanism could allow the generation of a dreamed molecule that contains aspects of the snake, such as its cyclic shape. By forcing this dream to be realistic against the FF judgement, this generated dream could respect known properties of chemistry and exist in the external world. Naturally, not all creative combinations experienced during dreaming are useful, and their usefulness is ultimately determined by how compatible they are with the actual external world.

Figure 3. Adversarial dreaming and creative insights. (a) Dreams could promote creative insights, such as the discovery of the structure of benzene through a dream experienced by Kekulé, where the knowledge of carbohydrates structures and the concept of a snake biting its own tail are combined. (b) The adversarial dreaming framework can explain the occurrence of such insights by combining memories of a snake and a hexane molecule and generating a dream through FB pathways that would represent the benzene molecule. To ensure that this dream is realistic, it is fed through FF pathways to detect how compatible it is with existing knowledge acquired during wakefulness.

This suggests that additional steps may be involved, such as verifying experimentally the potential existence of the suggested insights, reflecting with Kekulé’s words: “Let us learn to dream, gentlemen, and then perhaps we shall learn the truth. but let us beware of publishing our dreams.
before they have been put to the proof by the waking understanding.” (Account of his famous dream of the benzene structure, as quoted in Olah (2002), p. 54)

6. NREM Dreams: A Role for Replay

For the past decades, NREM sleep has been classically associated with memory consolidation (McClelland et al., 1995; Diekelmann and Born, 2010; Klinzing et al., 2019) and memory semantization (Nadel and Moscovitch, 1997; Lewis and Durrant, 2011). The main mechanism hypothesized to drive these consolidation processes is the observed reactivation of hippocampal representations during the deepest stage of NREM sleep, slow-wave sleep (Girardeau and Zugaro, 2011). According to these theories, replaying hippocampal memories allows a transfer to cortical networks for long-term retention via Hebbian learning (Diekelmann and Born, 2010), possibly allowing an abstraction of semantic concepts by losing spatiotemporal details and keeping the commonalities between replayed memories (Nadel and Moscovitch, 1997; Winocur et al., 2010; Lewis and Durrant, 2011).

Considering these hypotheses, the PAD model also characterizes hippocampal replay during NREM sleep and thereby suggests a complementary role to REM sleep in memory consolidation and semantization. While memory replay has been extensively associated with memory consolidation, as such, it is not obvious how the reactivation of previous memories alone could improve cortical representations. However, non-creative dreams can still be beneficial if they are additionally altered with some perturbations, making the recognition of an object more challenging. In this line, during the NREM phase of the model, a single episodic memory is retrieved from the hippocampus (instead of multiple memories in the case of REM) (Figure 4, middle), leading to the dream of a sensory input previously experienced, such as the image of a dog observed the previous day. This dream is additionally perturbed by some occlusions and the FF pathway is trained to map this perturbed dream to the initially replayed representation. Such learning paradigm is reminiscent of the sleep phase of the Wake-Sleep algorithm (Hinton et al., 1995), necessary to train the FF pathway to invert the FB generative pathway learned during the Wake phase.

By replaying and perturbing previously experienced inputs, the model shows that learned cortical representations are more robust to perturbations that could potentially occur in the visual field when an object is partially hidden by obstacles. While REM dreams tend to semantize cortical representations through their creative process, NREM dreams make them more robust to environmental noise. Together, NREM and REM dreams act in a complementary fashion to construct semantic, robust representations.

While in the PAD model, REM sleep is the main driver of semantization, future work could further investigate whether NREM sleep, through the replay of a single memory only, could also drive semantization. Recent models of artificial intelligence use contrastive learning (Le-Khac et al., 2020; Chen et al., 2019; Ericsson et al., 2022) as a way to efficiently learn semantic representations. The main idea is to construct representations such as similar inputs are mapped to similar representations, while dissimilar inputs are pushed apart within the representational space. Similar inputs are simply obtained by creating two different versions of the same input, for instance by adding different sets of transformations on top of them.

As recently suggested (Deperrois 2023), NREM sleep could host a contrastive learning process to further drive semantization. The clustering of similar inputs could be implemented by the proposed NREM phase of the PAD model. Subsequently, other memories stored in the hippocampus could be replayed, from which the encoded representation through the FF pathway would be pushed away. This would force cortical network to separate sensory inputs from different categories.

7. Discussion

In this perspective article, we have reviewed the PAD (Perturbed & Adversarial Dream) model—a novel proposal for both the formation and function of NREM and REM dreams (Deperrois et al., 2022). The model is built upon the idea of GANs (Generative Adversarial Networks, Goodfellow et al. (2016)) that have been proposed to also be implemented in the brain (Gershman, 2019). GANs...
come with a discriminator network that tells the internally generated sensory activity apart from the externally triggered sensory activity. Such a discriminator network may be realized in the brain by a reality monitoring region located in the anterior prefrontal cortex (Simons et al., 2017).

The PAD model suggests that during REM sleep, new sensory contents are created out of previous memories, which are shaped by an adversarial game between FB and FF pathways improving the realism of the novel sensory activity. While the proposed adversarial mechanism has shown benefits for learning semantic representations in silico, we have also discussed its potential implications in higher-level cognitive functions, such as enhancing creative insight. Finally, we suggested a complementary role of non-creative dreams, mostly occurring during NREM sleep, in improving the robustness of cortical representations. These insights implicate some promising directions for empirical studies in human subjects.

8. Experimental Verifications

8.1. Semantization

A first line of experimental investigation arises from the model’s prediction that REM dreams facilitate the emergence of semantic representations. In order to test these predictions, experimental studies could record the stimulus-evoked activity in high-cortical areas in human subjects (Grill-Spector et al., 2001; Hung et al., 2005). Doing so over a long period of time would allow to evaluate how well subjects separate object categories. To reveal a potential effect of REM dreams on this semantization process, pharmacological agents such as anti-depressants could be administered to repeatedly impair REM sleep (Boyce et al., 2017) over the course of the experiment.

8.2. Assessing Dreams

Evaluating the effects of REM dreaming on representation learning in humans encompasses several significant problems. First, sleep deprivation is not only experimentally challenging but also potentially ethically questionable. Second, it is difficult to directly attest whether a subject is
dreaming or not, or determine what the subject is dreaming about (although a real-time dialogue between experimenter and dreamer is possible Konkoly et al. (2021) and images can be reconstructed from fMRI activity (Takagi and Nishimoto, 2022)). Third, given that sleep and dreams naturally co-occur, it becomes challenging to disentangle the specific effects of dreams from those of sleep. When only considering the FF and FB pathways, the PAD model does not allow for distinguishing whether a subject becomes aware of cortical activity (dream) or not (dreamless sleep). Yet, learning of the real/dream-discriminator assumes a meta-instance (‘conductor’) that encodes whether activity in the sensory areas generated from inside or outside (Deperrois et al., 2022). Considering these difficulties, we suggest testing the experimental predictions of the PAD model by investigating the effects of mental imagery—another process that internally generates visual experience—on learning representations.

8.3. Mental Imagery

The cognitive process of mental imagery is assumed to cause perception-like experience of visual stimuli in the absence of corresponding external stimulation (e.g., Currie and Ravenscroft, 2002; Pearson and Kosslyn, 2013). In contrast to dreaming, mental imagery is voluntarily triggered and its content is relatively controllable (Pearson, 2019). These characteristics render it comparably more suitable for testing the effects of internally generated experiences on learning. Considering that mental imagery shares the same neuronal substrates as dreaming (Nir and Tononi, 2010; Pearson, 2019), we suggest that mental imagery is a valid proxy process to test the predictions of the PAD model on representation learning. We propose to employ a category learning task in which subjects must acquire representations for novel objects. During this task, some subjects are asked to perform mental imagery training sessions, whereby the objects to be learned (for instance a ‘doggy car’) need to be imagined. In parallel, a control group of subjects would perform the category learning task without engaging in any mental imagery. The PAD model predicts that subjects who internally generate additional visual input by mental imagery, learn representations that live in a space that features a better linear separability (as compared to the control group).

8.4. Creativity

A second line of experimental investigation arises from the central claim that creativity is nurtured by REM dreams, as has previously been shown (Cai et al., 2009; Lewis et al., 2018). Further evidence that adversarial learning could be involved comes from the observation that prefrontal networks implicated in reality monitoring (Siegel, 2009) are generally deactivated during REM sleep (Muzur et al., 2002), while leaving the question open whether specific REM activation sites may also be related to daydreaming and creative visual imagery during wakefulness (Uitermarkt et al., 2020).

We also postulate a difference between NREM dreams (non-creative; only replay of memories) and REM dreams (creative; recombination of memories). In this line, semantic analysis of dream protocols showed that REM dreams are likely composed of more minimal-story-units than NREM dreams (Nielsen et al., 2001), consistent with the model assumption that REM dreams are composed of a mixture of episodic memories. Moreover, the analysis of dream protocols by non-semantic word graphs has shown that REM dreams are more complex and have a larger connectedness (although they are graph-theoretically less random-like) than NREM dreams (Marti et al., 2020).

8.5. REM Dreams Becoming More Realistic

The PAD model posits that REM dreams become more realistic during the course of a learning process, and during the refinement of cortical representations in general. While anecdotal evidence suggests that exotic REM dreams decrease with age, scientific evidence exists for a reduced nightmare frequency with aging (Scarpelli et al., 2019). The hypothesis that REM dreams become more realistic with age, or also across a period of reporting similar dreams, has yet to be tested. Several questionnaires could be employed to quantitatively assess the reduction of bizarreness of dreams
across time, like the bizarreness score (Yu and Shen, 2020), in combination with the dream frequency scale (Schredl and Erlacher, 2004) or the Creative Achievement Questionnaire (Carson et al., 2005).

9. Conclusion

Inspired from modern artificial intelligence, the PAD model connects cortical structures and dream phenomenology to a functional model of sleep. The model complements the memory consolidation theory during sleep with a creational process that combines old memories to form new contents. The adversarial dreams during REM sleep allow for exploring, testing and structuring the newly formed cortical representations while keeping these representations compatible with wake experiences. Adversarial dreams may improve our creative abilities by reenacting the past to generate novel virtual experiences. The suggested experimental approaches may help to validate these concepts, and hopefully help to elucidate the mystery of sleep.
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